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1 ATTENDED HAND RECOGNITION ACCURACY AND
GAZE ESTIMATION PERFORMANCE

Our attended hand recogniser achieves an accuracy of 83.0% on
HOT3D (Cross-User), 83.6% on HOT3D (Cross-Scene), and 86.5% on
ADT, respectively. To better understand the error distribution of our
method, we further calculated the mean angular errors of different
methods when the recognised attended hand is correct or wrong.We
can see fromTable 1 that ourmethod significantly outperforms other
methods when the recognised attended hand is correct, achieving
an improvement of 17.5% (9.03◦ vs. 10.94◦) on HOT3D (Cross-User),
14.3% (8.27◦ vs. 9.65◦) on HOT3D (Cross-Scene), and 8.1% (8.52◦
vs. 9.27◦) on ADT. We also find that when the recognised attended
hand is wrong, our method can achieve superior or comparable
performance with the state of the art, demonstrating the robustness
of our method.

2 ABLATION STUDY
Cross-Modal Transformer. We removed the self-attention and

cross-attention used in the cross-modal Transformers respectively
to re-train our method. The results in Table 2 show that our method
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Table 1. Attended hand recognition accuracies and mean angular errors of
different methods on the HOT3D and ADT datasets when the recognised
attended hand is correct (✓) or wrong (×). Best results are in bold.

HOT3D-User HOT3D-Scene ADT
Recognition Accuracy 83.0% 83.6% 86.5%

Head Direction ✓ 22.96◦ 23.11◦ 22.25◦
DGaze ✓ 14.27◦ 12.79◦ 9.88◦

FixationNet ✓ 13.95◦ 12.52◦ 9.91◦
Pose2Gaze ✓ 10.94◦ 9.65◦ 9.27◦

Ours ✓ 9.03◦ 8.27◦ 8.52◦

Head Direction × 24.38◦ 23.66◦ 22.28◦
DGaze × 14.40◦ 12.87◦ 10.21◦

FixationNet × 14.25◦ 12.55◦ 9.99◦
Pose2Gaze × 11.89◦ 10.54◦ 9.80◦

Ours × 11.01◦ 10.53◦ 10.47◦

Table 2. Mean angular errors of our method’s different ablated versions on
the HOT3D and ADT datasets. Best results are in bold.

HOT3D-User HOT3D-Scene ADT
w/o self-attention 9.80◦ 8.68◦ 9.08◦
w/o cross-attention 10.22◦ 8.98◦ 8.99◦

Ours 9.37◦ 8.64◦ 8.78◦

recogniser GCN 0 9.75◦ 8.78◦ 8.99◦
recogniser GCN 1 9.56◦ 8.74◦ 8.89◦

recogniser GCN 2 (Ours) 9.37◦ 8.64◦ 8.78◦

recogniser GCN 4 9.60◦ 8.86◦ 8.96◦
recogniser GCN 8 9.69◦ 8.71◦ 8.96◦

estimator GCN 0 9.87◦ 9.13◦ 9.20◦
estimator GCN 1 10.24◦ 9.01◦ 9.11◦
estimator GCN 2 9.85◦ 8.66◦ 8.74◦

estimator GCN 4 (Ours) 9.37◦ 8.64◦ 8.78◦
estimator GCN 8 9.69◦ 8.65◦ 8.84◦

scene object 0 10.34◦ 9.19◦ 9.03◦
scene object 1 (Ours) 9.37◦ 8.64◦ 8.78◦

scene object 2 9.59◦ 8.61◦ 8.91◦
scene object 3 9.88◦ 8.72◦ 9.36◦
scene object 4 9.79◦ 8.68◦ 9.16◦

achieves significantly better performances than the ablated ver-
sions (paired Wilcoxon signed-rank test, 𝑝 < 0.01), demonstrating
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that both the self-attention and cross-attention help improve our
method’s performance.

GCN inAttendedHand Recogniser andGaze Estimator. We changed
the number of residual GCN layers used in our attended hand recog-
niser and gaze estimator respectively to re-train our method. We can
see from the results in Table 2 that using two residual GCNs in the
attended hand recogniser and four residual GCNs in the gaze estima-
tor achieves the best performance. One exception is that using two
residual GCNs in the gaze estimator achieves better performance
than using four residual GCNs on the ADT dataset (8.74◦ vs. 8.78◦).

This is because we trained our method on ADT using a static hand
gesture that requires fewer GCN layers to process.

Scene Object Number. We changed the number of scene objects to
re-train our method. As can be seen from the results in Table 2 that
using the nearest scene object achieves the best performance. One
exception is that using the nearest two objects achieves better perfor-
mance than using one object on the HOT3D dataset for cross-scene
evaluation (8.61◦ vs. 8.64◦). This is because different environments
usually have different scene layouts and thus our method needs
more scene object information to improve its generalisation ability
for different environments.
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